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ABSTRACT
Wi-Fi networks are extensively used to provide Internet access to
end-users and to deploy applications at the edge. By playing a major
role in modern networking, Wi-Fi networks are getting bigger and
denser. However, studying their performance at large-scale and in a
reproducible manner remains a challenging task. Current solutions
include real experiments and simulations. While the size of experi-
ments is limited by their financial cost and potential disturbance of
commercial networks, the simulations also lack scalability due to
their models’ granularity and computational runtime. In this paper,
we introduce a new Wi-Fi model for large-scale simulations. This
model, based on flow-level simulation, requires fewer computations
than state-of-the-art models to estimate bandwidth sharing over
a wireless medium, leading to better scalability. Comparing our
model to the already existing Wi-Fi implementation of ns-3, we
show that our approach yields to close performance evaluations
while improving the runtime of simulations by several orders of
magnitude. Using this kind of model could allow researchers to
obtain reproducible results for networks composed of thousands of
nodes much faster than previously.
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• Networks → Network simulations; Wireless local area net-
works.
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1 INTRODUCTION
Wireless standards such as IEEE 802.11n are extensively used in
modern networks, whether by end-users, or application services
deployed at the edge of networks. This leads to an increased share
of wireless communications, estimated to be 71% of the IP traffic by
2022 [3], and to denser wireless networks. While Wi-Fi networks
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have been extensively studied to improve their throughput, security,
or reliability, obtaining reproducible and realistic performance mea-
surements of Wi-Fi networks remains a challenging task, especially
when studying large-scale infrastructures.

There are currently two different approaches to conduct Wi-Fi
performance evaluations. The former consists in running experi-
ments. However, the hardware costs for large-scale experiments
rapidly increase, as well as the difficulty of controlling all exper-
imental conditions to ensure the credibility of the results [5, 17].
The latter is to use simulation. Existing simulation models provide
estimations of metrics such as data throughput, packet error rate
(PER), or signal-to-noise ratios (SNR), but their scalability remains
an issue [15, 16]. While recent works improved the accuracy of
the simulation outputs [19], the amount of computations to obtain
these results also increased. Available Wi-Fi models from the litera-
ture cannot scale over a few dozens of nodes without a simulation
runtime exceeding several hours [10].

In this paper, we model the performance of Wi-Fi communica-
tions with a focus on scalability, while keeping coherent estimations.
We propose a new simulation model validated against IEEE 802.11n
performance metrics obtained using ns-3. Based on flow-level sim-
ulation, this model differs from existing works by adopting a more
abstract representation of communications. Flow-based models
have been used successfully in the past to simulate large-scale
wired networks [25] with a significant simulation runtime improve-
ment compared to more fine-grained approaches. To the best of our
knowledge, this approach has not been applied to Wi-Fi networks
prior to this work. This model enables the observation of the Wi-Fi
throughput of network infrastructures and the bandwidth associ-
ated with single flows. We show that our model produces accurate
estimations under various configurations: Modulation and Coding
Schemes (MCS), Request / Clear To Send mechanism (RTS/CTS),
and datarates. It could be leveraged to study the performance of
Wi-Fi networks at scale, such an evaluation was hard to perform
before given the cost of large-scale experiments and simulations.

This paper is organized as follows. Section 2 introduces already
existingWi-Fi models, their advantages along with their limitations.
In Section 3, we describe the goals and hypotheses underlying this
work and the framework on which we build our model. Section 4
describes our Wi-Fi bandwidth sharing model. In Section 5 we
explain the methodology we follow to calibrate this model to fit
experimental conditions. After validation in Section 6, Section 7
concludes this work.

https://doi.org/10.1145/3551659.3559022
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2 RELATEDWORK
The Wi-Fi standards and their limitations have been extensively
studied in the literature [27]. Work has been done to study signal
propagation under various conditions [23] or to design realistic
error models [19]. Other works analyze the energy consumption of
wireless communications [21].

To this end, Wi-Fi performance analysis is possible, either using
purely analytical models or with the help of simulators. Analytical
approaches such as [4] give accurate throughput estimations forWi-
Fi communications. However, these models need to be instantiated
manually and cannot scale to large networks. Other works aim at
implementing simulation models such as the IEEE 802.11 models
of ns-3 [11], OMNet++ [24] and OPNET [8]. Ns-3 is a discrete-
event simulator with packet-level models. In this paradigm, every
network packet sent over the network, routing and protocol stack
mechanisms are simulated in details. Ns-3 802.11 models have been
validated in a wide range of scenarios and extended to fit most of
the standards defined up to date [19],[12].

Existing packet-level and analytical models have shown to lead
predictions matching the results obtained with IEEE TGn and other
low-levelWi-Fi models [19]. But the granularity of these approaches
has a drawback: the performance of packet-level models is impacted
by the size of the simulated network and the number of network
messages. In [10], simulations based on ns-3 have a runtime ex-
ceeding 11 hours to simulate 250 communication flows, and evolve
linearly with the number of packets to simulate. As we show in
Section 6, ns-3 models can hardly simulate more than a hundred
Wi-Fi stations. Existing packet-based simulators are thus limited to
studying size-limited infrastructures because of their design.

Packet-based simulation is not the only solution to simulate
network communications. Link simulation consists in studying
network transmissions at signal-level [20]. Link simulation is used
to study the physical layer ofWi-Fi bymodeling all signal properties.
But the granularity of link models limit their use to single link
communication.

Another approach is flow-level simulation. While a packet-level
model represents each network packet, in a flow-level model com-
munication between two nodes are represented by a single flow
entity. The throughput of each flow is then computed by solving
an inequation system. More details about flow-based models are
presented in Section 3.2. Existing simulators such as SimGrid use
flow-level models [7]. Despite the simplicity of this approach, it has
been shown that communications within large wired networks can
be simulated with a reasonable accuracy [25]. Yet, to the best of
our knowledge, no such model has been proposed for IEEE 802.11
networks.

In the rest of this paper, we introduce a flow-based model to
greatly improve the scalability compared to packet-based Wi-Fi
simulation without trading for accuracy. This model allows for
performant and accurate simulations even with networks composed
of thousands of nodes.

3 CONTEXT
Section 3.1 explains the goals and hypotheses underlying this work,
while the framework used to build our flow-based model is intro-
duced in Section 3.2.

3.1 Wi-Fi channel access
The IEEE 802.11 standards define the rules that must be followed
by Wi-Fi nodes (stations and access points) to communicate in
a network. They define the frequencies available, channel sizes,
and coding schemes, among other properties impacting the com-
munication throughput. The Distributed Coordination Function
(DCF) defines the access sharing of the wireless channel between
the stations (STA) that need to send data and are connected to an
Access Point (AP). DCF determines the time and the amount of data
each station will send over the channel. The DCF relies on different
mechanisms to avoid collisions between several STAs that would
otherwise start communicating at the same time. Carrier Sense
Multiple Access with Collision Avoidance (CSMA/CA) is a MAC
layer protocol stating that every STA must sense an IDLE channel
for a duration called Distributed Inter Frame Space (DIFS) before
transmission. After sensing the channel as IDLE, an exponential
backoff requires STAs to wait for an additional amount of time
before sending their data. This duration is randomly chosen and
multiplied by two after each channel access failure. Using these
mechanisms, the channel should be accessible for all stations fairly
while ensuring both a low collision probability and a high channel
usage.

Modeling this DCF is mandatory to simulate the sharing of the
Wi-Fi channel between STAs. Our model relies on the following
hypotheses. Complex features of modern 802.11 standards, such as
energy management from 802.11ax [26] are not covered by the cur-
rent design. This paper also does not cover complex phenomenons
such as multipath fading and inter-cell interferences as these phe-
nomenons depend on information that is not available using flow-
based approaches. We leave mobility for future work.

Despite these hypotheses, the model we introduce can still sim-
ulate various scenarios: different MCSs, RTS/CTS activated or not,
distance to the AP, and heterogeneous throughputs. Obtaining ac-
curate estimations then depends on a thorough process as we will
see in Section 5.

3.2 Flow model framework
As introduced in Section 2, obtaining a scalable flow-based Wi-
Fi model requires switching to a more abstract representation of
communications than packet-level models. Packet-level simulators
consider the details of every packet transmitted between nodes,
each of them requiring computations to estimate the probability of
its successful reception and its transmission time. Using flow-level
simulation, the communication between two nodes of a network
is represented as a single flow. The bandwidth allocated to a flow
depends on the properties of the link, and on the other flows in the
network. This is similar to a hydraulic system where water flows
depending on the size of the pipes, and the amount of water sent
in each pipe. Flows have a constant throughput between network
events such as the arrival or deletion of a flow. Upon network events,
the bandwidth of all flows is updated to match the new state of
the network. This approach is much less compute-intensive than
packet-level simulation since the number of packets is typically
much higher than the number of events.
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In this context, designing a flow-level model consists in defining
the properties of each flow, along with the rules to update the band-
width of flows upon network events. This is done through the use
of a solver that takes the state of the network as an input, modeled
as an inequation system, and outputs the bandwidth allocated to
each active flow.

The inequation system is defined using variables and constraints
similar to Equation 1.

Computing the bandwidth of network flows can be done as fol-
lows. Each link of the network is represented by one inequation
𝑟 associated with a constraint 𝐶𝑟 . The inequation is used to com-
pute the throughput of all the flows passing through this link. The
variable 𝜌𝑖 represents the bandwidth allocated to the flow 𝑖 . The
constraint 𝐶𝑟 ensures that the sum of the bandwidths of all the
flows passing through link 𝑟 will not exceed the link’s capacity. 𝐶𝑟
thus corresponds to the maximum throughput of the link. Coeffi-
cients 𝑎𝑟,𝑖 can be used for each variable to model behaviors such
as backward acknowledgments as their usage happens to reduce
the link’s available capacity. Weights𝑤𝑖 can be used to prioritize
some flows and model phenomenons such as RTT-Fairness (when
the bandwidth of a node decreases inversely proportionally to its
round trip time). 

∑
𝑖 using
link 1

𝑎1,𝑖 ∗ 𝜌𝑖 ≤ 𝐶1

...∑
𝑖 using
link 𝑟

𝑎𝑟,𝑖 ∗ 𝜌𝑖 ≤ 𝐶𝑟

...∑
𝑖 using
link𝑚

𝑎𝑚,𝑖 ∗ 𝜌𝑖 ≤ 𝐶𝑚

(1)

Solving the system consists in determining the values of vari-
ables 𝜌𝑖 for all flows, i.e. the bandwidth associated to flow 𝑖 . This
can be done iteratively, starting from the most constrained link until
all throughputs are determined. The load of the link associated to
inequation 𝑟 can be noted 𝜖𝑟 = 𝐶𝑟 /(

∑
𝑖 using 𝑟

𝑎𝑟,𝑖
𝑤𝑖

). Consequently,
the most constrained inequation of the system is the one that mini-
mizes 𝜖𝑟 . Solving that inequation is done by computing 𝜌𝑖 = 𝜖𝑟 /𝑤𝑖

for each flow 𝑖 traversing the link corresponding to this inequation.
Once an inequation is fixed, constraints 𝐶𝑟 through which passes
flow 𝑖 are updated such that 𝐶′

𝑟 = 𝐶𝑟 − 𝑎𝑟,𝑖 ∗ 𝜌𝑖 . Then, the same
operation is iterated over the modified system until all flows are
fixed.

This kind of solver is used in the SimGrid simulation frame-
work [7], and in other works [9]. More details about the implemen-
tation of this solver in SimGrid called the Linear Max-Min solver
(LMM), and how to apply it to wired communication modeling can
be found in [14].

4 A FLOW-LEVEL WI-FI MODEL
This section describes the design of our Wi-Fi model. Section 4.1
designs the inequation constraints to model the bandwidth sharing
of a Wi-Fi link. Sections 4.2 and 4.3 extend the base model to take
more phenomenons into account: flow concurrency and position
of stations.

STA2STA1 STA3

duration (s)

data size (B)

STA1

STA2

STA3

time (s)

(a )  Data to send

(b )  Time domain (c )  Flow-based solution

Figure 1: Example of Wi-Fi communication over a period T
with 3 STAs where 𝑑1 = 4𝑑2 = 2𝑑3

4.1 Wi-Fi bandwidth sharing
Our model needs to reproduce the behavior of the DCF, i.e., manag-
ing the access of STAs to the wireless channel. In the following, the
channel is supposed to be in ideal conditions with no interferences,
no signal loss, and no hidden node. The two factors that play a
major role in the way the channel is shared among stations are:
a) 𝑟𝑖 , the datarate associated with station STA𝑖 which depends on
AP and STA configurations, b) 𝑑𝑖 the amount of data to be sent by
STA𝑖 . For conciseness, in the rest of this paper, we use the term
channel to describe both the nodes (STA, AP) and the channel of a
Wi-Fi cell.

The model’s design is illustrated using the example of Figure 1
where three STAs want to send data concurrently on the same
channel over some time T. The data each of the three stations need
to send is shown in Figure 1a i.e. STA1 and STA2 send 8 packets,
while STA3 sends 1 packet. Figure 1b shows one of the possible
share of the channel in this use case. This is the results that could
be obtained for instance using packet-level models.

Our goal is to compute the time each STA spends sending data
over 𝑇 , as shown in Figure 1c. The use of the Wi-Fi link for period
T is expressed as 𝐶 =

∑𝑛
𝑖=1 𝑑𝑖
𝑇

. Because of the exponential backoff
described in Section 3.1, all nodes have the same probability of
accessing the channel and transmitting frames. This leads to a fair
share of the channel regarding the amount of data sent by each
station. Theoretically, all stations will transmit the same amount of
data, ∀𝑖, 𝑗, 𝑑𝑖 = 𝑑 𝑗 = 𝑑 , where 𝑑𝑘 is the amount of data sent by 𝑆𝑇𝐴𝑘

during 𝑇 . As a consequence, the throughput of all nodes during 𝑇
is equal to the same value, ∀𝑖, 𝑗, 𝜌𝑖 = 𝜌 𝑗 = 𝜌 .

Therefore, we define the usage of link𝐶 in our inequation system
as a fair share among all active flows:

𝐶 =

𝑛∑︁
𝑖=0

𝜌𝑖 =
𝑛 ∗ 𝑑
𝑇

=
𝑛 ∗ 𝑑∑𝑛
𝑖=0

𝑑
𝑟𝑖

=
1

1
𝑛

∑𝑛
𝑖=0

1
𝑟𝑖

(2)

However, some of the flows might be fixed by other constraints
of the system. Suppose the throughput of the flow starting from
𝑆𝑇𝐴1 (noted 𝜌1) is fixed such that 𝜌1 ≤ 𝐶

𝑛 because the receiver of
the flow is slower than 𝑆𝑇𝐴1 can transmit. Because 𝑆𝑇𝐴1 does not
take all its fair share of airtime, the other flows will be shared with
the remaining link capacity. We define 𝐶′, the remaining capacity
of the channel once the fixed flow has been removed. Let 𝑑𝑓 be
the amount of data sent by the fixed flow such that 𝑑𝑓 ≠ 𝑑 . Since
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𝑡𝑓 =
𝑑𝑓

𝑟 𝑓
an 𝜌 𝑓 =

𝑑𝑓

𝑇
, we have:

𝑇 = 𝑇 ′ + 𝑡𝑓 = 𝑇 ′ +
𝑑𝑓

𝑟 𝑓
= 𝑇 ′ +𝑇 ∗

𝜌 𝑓

𝑟 𝑓
, hence 𝑇 =

𝑇 ′

1 − 𝜌𝑓

𝑟 𝑓

(3)

Let 𝑑′ be the amount of data to be sent by the remaining stations.
Since we have

𝐶 =

𝑛∑︁
𝑖=0

𝜌𝑖 = 𝜌 𝑓 +𝐶′ =
𝑑𝑓 + (𝑛 − 1)𝑑′

𝑇
,

the capacity of the remaining flows can be computed as:

𝐶′ =
𝑛∑︁

𝑖=0,𝑖≠𝑓
𝜌𝑖 =

(𝑛 − 1)𝑑′
𝑇

=
(𝑛 − 1)𝑑′

𝑇 ′ ∗
[
1 −

𝜌 𝑓

𝑟 𝑓

]
=

1
1

𝑛−1
∑𝑛
𝑖=0,𝑖≠𝑓

1
𝑟𝑖

∗
[
1 −

𝜌 𝑓

𝑟 𝑓

]
(4)

Let 𝐼 be the set of all the flows not fixed in the system, and 𝐹

the set of fixed flows, we can generalize Equation 4 to an arbitrary
number of fixed flows:

𝐶′ =
1

1
|𝐼 |

∑
𝑖∈𝐼

1
𝑟𝑖

∗
1 −

∑︁
𝑓 ∈𝐹

𝜌 𝑓

𝑟 𝑓

 (5)

Equation 5 defines how to update the inequation system once
one or several flows have external constraints limiting their sending
capacity. Solving this system is much less computationally intensive
than a packet-level approach where each network packet has to go
through a whole set of complex models. This model requires few
parameters compared to packet-level models: the number and sizes
of flows along with the datarate of each station.

4.2 Capacity reduction of concurrent flows
The equations from Section 4.1 enable sharing the bandwidth of
a Wi-Fi channel between a set of flows in ideal conditions. This
section refines the base model by taking some potential causes of
performance degradation on the Wi-Fi channel into account.

One example is the case of collisions between nodes. The more
flows are executed concurrently on a single channel, the higher
the probability to have two stations sending data at the same time,
leading to collisions and retransmissions. This reduces the channel
time for successful communications. The exponential backoff and
mechanisms such as RTS/CTS try to minimize the probability of
such events, but collisions still happen in real networks.

In packet-level simulators, successful transmissions and recep-
tions are computed using protocol-specific propagation and proba-
bilistic loss models. We propose a more minimalistic approach to
capture this issue, adapted to a flow model. The main drawback of
this approach is that it requires careful calibration depending on
the simulated scenario to produce accurate results. More details
can be found in Section 6.

We expand the bandwidth sharing model to adjust the constraint
associated to the bandwidth of a Wi-Fi link depending on the num-
ber of flows active on the link. To compute a performance loss given
the number of concurrent flows, we can thus define a function 𝑓 ,
such that:

𝐶𝑟 = 𝑓 (
∑︁

𝑖 uses 𝑟
1) (6)

This function 𝑓 can be used to capture collision effects in heavily-
loaded Wi-Fi networks. Indeed, we observed an overall stationary
throughput in 802.11n cells up to a certain threshold, after which
the throughput linearly decreases. Once the threshold and the co-
efficients of the linear curve are obtained experimentally (either
through real or simulated experiments using more fine-grained
models), we can define 𝑓 such that:

𝑓 (𝑥) =
{
𝑏𝑤0 𝑥 < 𝑡ℎ𝑟𝑒𝑠ℎ

𝑎 ∗ 𝑥 + 𝑏𝑤0 𝑥 >= 𝑡ℎ𝑟𝑒𝑠ℎ
(7)

Where 𝑏𝑤0 is the maximum throughput, and 𝑎 is the coefficient
of the curve. While this calibration process requires some work,
once the function has been extracted, it can be reused for several
experiments and scale up to thousands of nodes within large net-
work infrastructures. In addition, other definitions of 𝑓 could be
used in the future to model other effects even if we only use it as
presented to model packet loss on the channel.

4.3 Propagation model with SNR Levels
This section further extends our base model to allow STAs to have
different positions when starting an experiment. STA mobility dur-
ing the experiments remains out of the scope of this paper. The
position of a STA can have an impact on its datarate. Packet-level
simulators compute a Signal to Noise Ratio (SNR) for each data
frame based on a loss model and use it to deduce a Packet Error
Rate (PER) [19].

Again, our approach is more minimalistic than packet-level mod-
els: we do not have access to the same amount of information in a
flow-level simulator, preventing us to estimate SNR and PER val-
ues accurately. Instead, we allow the experimenter to define the
list of datarates that we name SNR levels for each station in a cell.
At runtime, it is possible to define which datarate to use for each
STA separately depending on its position. As described in the equa-
tions of Section 4.1, the datarate limits the maximum bandwidth
of a station if its SNR level is lower than the theoretical maximum
throughput of the station.

5 MODEL IMPLEMENTATION AND
CALIBRATION

5.1 Implementation
We have implemented the flow-based model described in Section 4
for the bandwidth sharing of a channel between the nodes of a Wi-
Fi cell within the SimGrid simulation framework [7]. SimGrid is a
flow-level simulation framework for distributed systems proposing
various models for Ethernet communication, CPU, and disk usage,
among others. However, no Wi-Fi model was available within Sim-
Grid prior to this work. We chose SimGrid for the efficiency of the
integrated inequation solver, and the overall software framework
that allows us to focus on the Wi-Fi modeling. Transposing the
equations of Section 4 in this solver is straightforward. SimGrid be-
ing open source software, this model is integrated within SimGrid’s
source tree and will be available in all future release archives [22].
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Figure 2: Single station throughput given flow size with 100
different seeds for ns-3 in red.

Adding this model to SimGrid consists of the creation of a new
type of communication link specific to Wi-Fi. Following SimGrid’s
terminology, a Wi-Fi link corresponds to the Wi-Fi channel and
the nodes attached to this channel. In the solver, specific equations
are used for such links. These inequations are updated using the
equations of Section 4 instead of the historical wired model of
SimGrid. Wired and wireless links are compatible and can be used
jointly in a simulation.

5.2 Calibration
As noted earlier, the flow model must be carefully calibrated to
obtain accurate performance estimations. In particular, the band-
width sharing between several channels is highly dependent on the
experimental scenario under study. The configuration of STAs, the
density of nodes in the network, and external channel degradation
have all an impact on the capacity of a Wi-Fi cell. Our model cannot
evaluate the impact of those effects, thus we rely on a calibration
of parameters before executing simulations. Calibration values can
be obtained through real measurements or microbenchmarks on
more fine-grained simulators such as ns-3. The rest of this section
describes these different calibration steps.

5.2.1 Single station throughput: An IEEE 802.11 channel consists
of more than applications’ data frames. Control frames, beacons,
RTS and CTS messages make regular use of the Wi-Fi channel. This
time spent managing the cell impacts the throughput available for
application data compared to the theoretical maximum available
throughput. The flow model does not account for the time spent
sending such frames, and thus needs to be calibrated to fit that
maximum throughput. This value can be obtained by running mi-
crobenchmarks to obtain the maximum data throughput of a station
communicating to its access point and calibrating SimGrid with
this value.

This is done by running an ns-3 simulation consisting of one
Wi-Fi cell made of an AP and one STA using an MCS value of
3. A single flow is created from the STA towards the AP in this
cell. The simulation is repeated several times with 100 different
random seeds. Figure 2 shows the results of this experiment where
red points are the throughput of ns-3 for different flow sizes. With
this configuration, the maximum flow throughput converges on
average around 44.1Mbps.
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Figure 3: Throughput degradation under concurrent flows.

By calibrating SimGrid’s model with this value (i.e. approxi-
mately 44.1Mbps), we obtain the blue line of Figure 2. SimGrid
estimations do not depend on random number generation, thus all
experiments will give the same outputs in contrast to ns-3. The
throughput observed for small-sized flows is slightly decreased by
approximately 1%. Our goal is to simulate large traffic and many
nodes experiments, thus we ignore this phenomenon in the rest of
this paper.

5.2.2 Bandwidth reduction function: This step focuses on the through-
put available for stations depending on the number of concurrent
flows in the network.

Various amounts of concurrent flows are simulated in a cell,
where a different number of stations try to communicate simultane-
ously. In this case, flows towards the AP (ascending) and from the
AP to the STAs (descending) are mixed. Pairs of STAs are created
and communicate from one node to the other, passing by the AP.
We run similar experiments with exclusively ascending or descend-
ing flows, leading to similar results. The results obtained with ns-3
are shown in Figure 3.

This experiment highlights a new phenomenon that was not ob-
servable in the previous calibration step. The throughput available
to communicate decreases with the number of concurrent flows.
This happens regardless of the MCS configuration used for the ex-
periments as shown in Section 6. This decrease can be explained by
several factors: more concurrent flows require more management
frames and RTS/CTS requests if activated (in this case, RTS/CTS is
used for packets above 100 bytes), and it also increases the probabil-
ity of having collisions when STAs start sending data at the same
time. Even without collisions, already communicating nodes slow
down the others, which need to increase their backoffs. This issue
is accounted through the link capacity degradation mechanism
described in Section 4.2.

Using the observations of ns-3, the function 𝑓 is designed as
a piecewise function, using a constant maximum throughput be-
low 20 concurrent flows before linearly decreasing the maximum
throughput once this threshold is exceeded. A linear regression has
been done to estimate the throughput degradation related to the
amount of concurrency. Once these values are obtained, we inject
them into SimGrid to obtain the same effect in our model.

5.2.3 Distance to the access point: The last benchmarks we used
to calibrate our model consist in observing the maximum distance
between an AP and the STAs that communicate with it. It can be
done by running an experiment consisting of a Wi-Fi cell with
one AP and a single STA. Several simulations are done, where the
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throughput obtained between the AP and the STA is observed de-
pending on the distance between the two nodes. Once we know
the maximum communication distance, we can set the datarate of
STAs according to the values obtained experimentally, i.e. any STA
located above the maximal distance will be assigned a datarate of
0bps. Rate adaptation algorithms [13] are out of the scope of this
paper, along with mobility during the experiment. In our valida-
tion, STAs have a fixed position, defined at the beginning of the
experiment.

Once the calibration has been done, the flow model can simulate
scenarios with several Wi-Fi cells mimicking the realistic measure-
ments, and scale up to thousands of nodes, which cannot be done
using packet-level approaches.

6 PERFORMANCE EVALUATION
This section evaluates the flow-based model, as implemented within
SimGrid. As a baseline to compare the metrics provided by our
model, we compare the outputs of SimGrid to the outputs of ns-
3. This choice to compare our flow model to another simulator is
motivated by two factors: a) real experiments using wireless devices
are very hard to reproduce at scale, b) ns-3 is extensively used for
Wi-Fi simulation. Much work has been performed to obtain realistic
predictions using the many available Wi-Fi models.

Different metrics are compared to validate our approach, such
as the overall Wi-Fi cell throughput and single flow throughputs
or performance metrics for a wide selection of use cases. In the
following, we first assess the validity of our model on simulations
of limited scale, before assessing the scalability of our approach on
a realistic infrastructure.

Experimental Setup. Experiments are using SimGrid v3.29
modified to implement our model as described in Section 4, whereas
we use an unmodified ns-3 v3.33 with 802.11n models. Random
number generation within ns-3 has shown to lead to very different
results depending on the random seed used to initialize the simula-
tions. This is due to the probabilistic nature of some phenomenons
such as drawing random backups or signal propagation, among
others. Experiments are executed on the Grid’5000 [2] testbed to
sample executions using different seeds. Regarding STAs positions,
we uniformly put the stations within a circle of radius of 15 meters
around the AP when not explicitly written. This mitigates issues
such as the hidden node problem [18].

Source code and reproducibility. Experiment artifacts, in-
cluding code, scripts, and visualizations used for this paper, and
additional results are available at https://github.com/klementc/wifi-
reproducibility

6.1 Small-scale validation through
microbenchmarks

In the following, we study the capacity of our model to give accurate
performance estimations on limited-size platforms.

6.1.1 Using the throughput reduction mechanism: We observe the
impact of the number of concurrent flows using different Wi-Fi
modulation and coding schemes (MCS). Figure 4 show the overall
throughput of a cell using four MCS configurations (MCS 2 to 5).
First, we run microbenchmarks to calibrate our model with the

maximum available throughput and the coefficient of the linear de-
crease of function 𝑓 . Then, we simulate the Wi-Fi cell with different
numbers of concurrent flows and compare the outputs of the flow
model to the outputs of ns-3.

Each plot in Figure 4 shows the throughput estimations obtained
after calibration. Different MCS configurations lead to different
maximum theoretical throughput values, visible in our plots where
Figure 4a (MCS2) is estimated to reach approximately 33.3Mbps
against 86.5Mbps in Figure 4d (MCS5). The maximum relative error
of the overall throughput is 1.5% under MCS2 in the case of a small
number of concurrent flows. This error could be further reduced
by using a more sophisticated 𝑓 function.

This experiment shows the ability of our model to simulate the
share of a Wi-Fi channel between an arbitrary number of concur-
rent flows under various MCS configurations. After calibrating the
model, it is possible to obtain closely related outputs compared to
ns-3.

6.1.2 SNR levels microbenchmark: This experiment simulates com-
munications when STAs have different locations, increasing the
probability of collisions and errors. Two STAs send data to the AP,
where node 1 is fixed, and the distance between node 2 and the AP
gradually increases. The two stations are always in reach to avoid
the hidden node issue. The flow-based model is calibrated following
the methodology of Section 5.2.3. The MCS of the stations is set to
3, channel bonding and RTS/CTS are deactivated.

Figure 5 shows the throughput of nodes 1 and 2, where the dis-
tance between the AP and node 2 ranges from 50m to 65m. Ns-3
results are sampled with 30 different seeds since its signal propaga-
tion and packet-loss models depend on probabilistic computations.
Below 51.5 meters, the channel is fairly shared between the two sta-
tions in both ns-3 and the flowmodel. Above this limit, node 2 is too
far from the AP to attach and communicate properly, and cannot
send any more data. The bandwidth that was previously dedicated
to node 2 is given to node 1, which can use the full capacity of the
link.

These results show that even without complex PER computa-
tions, defining the datarates of STAs as described in Section 5.2.3
allows to simulate STAs with different locations. Both the flow
model and ns-3 lead to the same bandwidth modification when
node 2 is too far from the AP. We conducted similar experiments
with RTS/CTS activated, but it is not included here as it leads to
the same conclusions.

6.2 Use case: large scale infrastructure
This section evaluates the performance and accuracy of Wi-Fi com-
munications in a more realistic use case. The infrastructure simu-
lated in this section is a metropolitan public Wi-Fi network. Such
networks are available to provide Internet access to users in vast
areas, such as in the case of Google Wi-Fi [1], or networks within
commercial centers [6]. They can be composed of hundred APs,
used by clients to access the Internet. We simulate several Wi-Fi
cells, connected to the outside world by a gateway through a wired
core network, and a set of clients in the Wi-Fi cells. Network flows
are created between client STAs and the gateway node of the core
network.

https://github.com/klementc/wifi-reproducibility
https://github.com/klementc/wifi-reproducibility
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Figure 5: Impact of STA distance on the throughput share
between stations.

We evaluate the accuracy of the flow-based model against ns-3,
modifying the number of STAs per cell, the number of APs, the size
of network flows, the number of messages sent by each STA, and
the random seed of ns-3.

6.2.1 Overall throughput: In this scenario, each Wi-Fi cell is com-
posed of 20 nodes, sending a message whose size is between 10MB
and 30 MB to the gateway. All flows start at the same simulated
timestamp of 10 seconds. This first ensures that all nodes have
enough time to connect to their respective AP before the flows
start. It also constitutes a more challenging situation for the model,
as non-concurrent flows are easier to predict.

Figure 6 shows the duration between the beginning of communi-
cations and the time of the last received byte in both SimGrid and
ns-3 with 3 Wi-Fi cells. We use 35 different seeds for ns-3, where
we remove the runs where the flows are not finished by the end
of the experiment (150 seconds), considered as outliers. This ex-
periment shows that SimGrid’s estimation of the time to send data
from concurrent stations in the network is within the error range
of ns-3 outputs that differ by the random seed.

When considering the overall network usage, the outputs of
SimGrid are coherent with the ones of ns-3 despite themore abstract
model. Repeating this experiment with different flow sizes (between
10 and 30MB per flow) and number of Wi-Fi cells (1 to 10 cells)
gives similar outputs that are omitted for concision.

6.2.2 Single flows throughput: This experiment compares the du-
ration of each communication flow between the SimGrid imple-
mentation of the model and ns-3. As in the previous section, flows
are ascending, from the STAs towards the AP. The flow-level model
being less fine-grained than ns-3’s, it doesn’t compute probabilistic
phenomenons as ns-3 does. In Figure 7, flows do not overlap, a
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Figure 6: Time to communicate the same amount of data
between SimGrid in blue and ns-3 in red on the same net-
work topology. Times above 145s with ns-3 are considered
as outliers and have been removed. Ns-3 points have differ-
ent x-axis positions to observe the values for different seeds
more easily.
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(a) MCS2 with 𝑥0 = 4239574, 𝑎 = −3210
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(b) MCS3 with 𝑥0 = 5678270, 𝑎 = −5424
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(c) MCS4 with 𝑥0 = 8517520, 𝑎 = −12023
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Figure 4: Comparison of overall throughputs between ns-3 (in red) and SimGrid (in blue) simulations, depending on the number
of concurrent flows in a single Wi-Fi cell using 35 ns-3 seeds. Black bars show the standard deviation around the mean for ns-3
simulations.
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Figure 7: Flows end timestamps without concurrency (no
overlap between flows start and end) in a cell of 5 STAs
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Figure 8: Flows end timestamps with concurrency (all flows
start at T=10s) in a cell of 14 STAs

situation that would happen in a quiet Wi-Fi cell with low traffic.
In the case of Figure 8, all the flows start at the same time, T=10s.

Figures 7 and 8 present chronological plots indicating the flow
termination timestamps in both SimGrid and ns-3. The top points
indicate the end times for each flow in SimGrid, while the bottom
points represent the timestamps of the same flows in ns-3. Each
vertical line connects SimGrid and ns-3 for a given flow. When the
outputs of SimGrid and ns-3 perfectly match for a given flow (as
we intend to), the corresponding line is perfectly vertical. In the
case of non-overlapping flows, the logarithmic error, as defined
in [25], is on average equal to 0.051, meaning a 5% relative error
between SimGrid and ns-3 flow durations. In the case of concurrent
flows, however, the end timestamps do not match between ns-3
and SimGrid, leading to very important relative errors. In this case,
the throughput sharing of ns-3 is very dependent on the random
seed used for the simulation, as highlighted for seeds 19 and 20. For
instance, the flow colored in green finishes just after 60 seconds in
SimGrid. While ns-3 outputs a similar timestamp in Figure 8a, there
is more than 10 seconds of delay in the case of Figure 8b (around
73 seconds). The error between the flow model and ns-3 is thus
very different depending on the random seed of ns-3. Additionally,
we can also observe that the end timestamps of the last flows are
similar in SimGrid and ns-3.

What is obtained using SimGrid is one of the possible share of
the channel between the concurrent flows (a theoretical fair share).
Despite having very different results between ns-3 and SimGrid
for single flow durations depending on the random seed, leading
to an important logarithmic error, the flow-based model outputs
a coherent time-share of frames in the network. As outlined pre-
viously, we estimate accurately the overall duration for all flows
(shown in Figure 6) and give one possible share of the channel when
observing flows separately.
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Figure 9: On top, data received by the gateway node by 10s
intervalswith 22 cells and 126 stations. In the bottom, relative
error between ns-3 and SimGrid

6.2.3 Network throughput over time: This experiment explores the
evolution of the throughput in the same infrastructure under a vari-
able load. In this case, 22 Wi-Fi cells and 126 active STAs are simu-
lated. Each station sends a number of messages centered around 40
with a deviation of 3, of variable size 1.5MB with a deviation of 1MB
over 1250 seconds of simulated time. Wi-Fi cells do not overlap to
avoid inter-cell interference. Ns-3 experiments are replicated using
35 different seeds.

Figure 9 shows the amount of data originating from the STAs and
received by the gateway node by intervals of 10 seconds. We note
𝑡ℎ𝑠𝑔 (respectively 𝑡ℎ𝑛𝑠 ) the throughput of SimGrid (respectively
ns-3) during each interval. The amount of data going through the
network changes over the simulated time because of the different
packet sizes and time intervals between consecutive packets for
each STA. The relative error regarding the data throughput (com-
puted as |𝑡ℎ𝑠𝑔−𝑡ℎ𝑛𝑠 |

𝑡ℎ𝑛𝑠
for each interval) remains below 12.5% at most,

and below 10% on average.
This experiment shows that our model can be used to study

large-scale platforms under dynamic network loads.

6.2.4 Performance comparison: This experiment explores the per-
formance improvement of our flow-based model in relation to ns-3.
To that extent, we simulate between 1 and 22 Wi-Fi cells. The num-
ber of STAs in each cell is centered around 7, with a deviation of
3, uniformly distributed around the AP. Flows are the same as in
Section 6.2.3.

Figure 10 shows the time spent simulating our scenarios for
infrastructures of different sizes. While the simulations using ns-3
require several hours for each seed, SimGrid based simulations take
at most a few seconds for the longest simulations. This difference
is explained by the tradeoff between the model granularity of Wi-
Fi communications depending on flow and packet-based models.
While the packet-based approach can be of linear complexity with
regard to the number of simulated packets, the complexity of the
flow-based approach only depends on the number of flows. We
executed other simulations in SimGrid, made of up to 650 STA
across 100 cells. The longest simulations took approximately 25
seconds to complete. Similar experiments using ns-3 would require
more than 44 hours according to the linear regression visible in
Figure 10. For large simulations, the peak memory usage was higher
with SimGrid compared to ns-3 (approximately 300 MB against
150 for ns-3 to simulate 100 STAs) due to the large amount of
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Figure 10: Wallclock comparison of simulation durations
between ns-3 and SimGrid. The black line is the linear re-
gression of time values.

simultaneous flows to handle in SimGrid. But this memory usage
takes place over a much shorter amount of time in SimGrid than
ns-3.

Overall, our experiments show that using a flow-based model
instead of the classical packet-level one leads to a performance
improvement of several orders of magnitude for simulating large
Wi-Fi networks while providing estimations of similar accuracy.

7 CONCLUSION AND PERSPECTIVES
This paper presented a new Wi-Fi model based on flow-level simu-
lation. This model consists of inequations describing the share of
a Wi-Fi channel between STAs that need to send data, to which is
added a throughput degradation function to account for the perfor-
mance loss of concurrent communications. The main drawback of
our approach is that it requires to be calibrated for the MCS configu-
ration, the distance of STAs to the AP, and the number of concurrent
flows. Yet, this calibration can be done through small-scale sim-
ulation experiments or using real measurements. Once properly
calibrated, it can be used to fit different Wi-Fi configurations.

The presented experiments show that the predictions of our
model match the ones of ns-3, one of the most widely used sim-
ulators in the network community. By exploring the use case of
a metropolitan area network using Wi-Fi, we managed to obtain
similar values compared to ns-3 (average relative error below 10%),
while significantly decreasing the simulation runtime, from more
than eight hours to a few seconds. This allows us to simulate large
Wi-Fi infrastructures, which was hardly possible with previously
developed models to our knowledge.

In the future, this model could be improved to simulate mobility
and to obtain more detailed signal propagation predictions. This
model could also be used to perform network simulations of large-
scale infrastructures composed of heterogeneous communication
technologies (i.e. mixingwired andwireless nodes) in order to better
understand the advantages and drawbacks of modern distributed
infrastructures, such as edge computing.
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